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The Packet Classification Problem

ACTION

Rule 1 Deny
Rule 2 Accept

Rule N Drop

Rule# ACTION
Rule Set

Packet Classification

Forwarding engine

Incoming 
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Field 1 (sIP) Field 2 (dPort) … Field F 
(protocol)

Action

Rule 1 166.111.72.50/21 80 … UDP Deny

Rule 2 166.168.3.0/24 53 … TCP Accept

… … … … … …

Rule N 0.0.0.0/0 0~65535 … ANY Drop

Definition:
Given N rules, find 
the action associated 
with the highest 
priority rule  
matching an 
incoming packet. 

Applications:
Access control
Quality of service
Traffic engineering
Intrusion detection
…

演示者
演示文稿备注
Access control: determine what kind of traffic to allow into your network
Quality of service: Give better service to different subsets of your traffic
Flow management: determine the usages of different applications



Problem Definition I
Given a classifier C with N rules, Rj, 1 ≤ j ≤ N, 
where Rj consists of three entities:

Range expressions: Rj[i], 1 ≤ i ≤ d, on each 
of the d header fields.
Priority: pri(Rj), indicating the priority of 
the rule in the classifier. Commonly, 1st

policy has the highest priority, Nth policy 
(normally deny all) has the lowest.
An action: referred to as action(Rj). In 
firewall, usually there is a default policy as 
the last policy that matches and denies all.



Problem Definition II

For an incoming packet P with the header 
considered as a d-tuple of points (P1, P2, …, 
Pd), the d-dimensional packet classification 
problem is to find the rule Rm with the highest 
priority among all the N rules that match the 
d-tuple

i.e., pri(Rm) > pri(Rj), ∀ j ≠ m, 1 ≤ j ≤ N, such 
that Pi matches Rj[i], 1 ≤ i ≤ d. In firewall, this 
is the first matching policy.
Rm is called the best matching rule for packet P, 
therefore action(Rm) is applied to packet P.



Problem Complexity: Theoretically
Computational Geometry

Point Location among N non-overlapping hyper-rectangles in F
dimensions
Takes either O(logN) time with O(NF) space or O(N) space with 
O(logF-1N) time
E.g. N=1000, F=4: 1000G memory  or  1000 times access

De-overlapping
Each field need up to (2N-1) non-overlapping regions to 
represent N rules. How about F fields?

Range-to-Prefix
Each rule with ranges in [0, 2W-1] becomes up to (2W-2) F rules. 
How about N rules?

演示者
演示文稿备注
“The theoretical bounds tell us that it is not possible to arrive at a practical worst case solution.”
Means: 
It is impossible to design a chip with modern technology for worst-case range-matching packet classification  with O(1) speed.
Or
The theoretical bounds is the worst case which a practical solution is not possible to arrive. 



Geometric Interpretation in 2D
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Problem Complexity: Practically

Fortunately
Few application reaches the worst case bound
Real-life rule sets have some inherent data-
structures

worst-case: 5.13x1012

practical: 9.67x106

演示者
演示文稿备注
Different types of rules have various numbers of ranges on different packet header fields.
The number of ranges on some fields is always far less than the worst-case bounds.
The number of non-overlapping hyper-rectangles in practice is far less than the worst-case.
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Existing Work: Basic Ideas
Divide-and-Conquer

Space Decomposition
Decompose the search space into multiple sub-
spaces  using a set of axis-orthogonal hyper-
planes. Each sub-space is associated with a sub-
set of rules.

Recursion Scheme
Recursively apply the space decomposition, the 
original problem is divided into a series of sub-
problems with smaller search space and fewer 
rules.



Example Rule Set

2-field rules with overlap
R1 has the highest priority
R5 is the default rule

2 Points
P1: (00, 10) → R4
P2: (11, 10) → R5



Packet Classification Algorithms



Hierarchical Tries

Back-tracking search: 
O(Wd) time
Each rule appears only 
once: O(N) space



Set-pruning Tries

No back-tracking 
search: O(dW) time
Rules may appear 
multiple times: O(Nd) 
space



Grid of Tries

No back-tracking 
search: O(dW) time
Rules appear  only 
once: O(N) space
Only work for 2-D 
scheme



Packet Classification Algorithms



Bit Vector

Field-independent 
search: O(dW+N) 
time
Bitmap Storage: 
O(dN2) space
Bitmap 
comparison is 
time-consuming



Packet Classification Algorithms



HiCuts

Equal-sized space partition
Field-dependent search
Linear search at leaf-node
Child-node merge
Full-covered region check



HyperCuts and AggreCuts
HyperCuts: multi-dimensional cuttings

AggreCuts: pointer array compression



Packet Classification Algorithms



Cross-producting

Max#segments: 2N+1
CP table size: O(Nd)
Binary search: 
O(d*log(N))
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HSM

AMT: Address Mapping Table
PMT: Port Mapping Table
PLT: Policy Lookup Table

Packet PLT
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HyperSplit: Motivation

High-speed classification
Speed is the most important performance metric 
Speed should be bounded in the worst case

Modest memory storage
Memory storage cannot exceed the overall system 
memory size
Modest memory storage enables the use of fast 
memory technology

演示者
演示文稿备注
The theoretical bounds tell us that it is not possible to arrive at a practical worst case solution. Fortunately, we don’t have to; No single algorithm will perform well for all cases. Hence a hybrid scheme might be able to combine the advantages of several different approaches.



HyperSplit: Ideas

Rule-based space decomposition
Binary splitting: O (log(N)) search time
Intelligently select the splitting point

Heuristic-1: select the mid-value point
Heuristic-2: select the mid-segment point
Heuristic-3: select the weighted mid-segment point

Field-dependent recursion scheme
Always select the most discriminative field to 
apply decomposition

For Heuristic-1 and Heuristic-2: select the field with the 
largest number of segments
For Heuristic-3: select the field with minimized average 
weight

Termination conditions
There’re less than Thresh rules in current search space
The current search space is fully covered by all the 
current rules



HyperSplit: Example

Data structure design and optimization also important, see paper.



Data-set and Test-bed

Algorithms
HyperSplit-1, HyperSplit-8, HiCuts-1, HiCuts-8 and HSM

Data-set
WUSTL Evaluation of Packet Classification Algorithms

100~10K real-life 5-tuple firewall, ACL and IP Chain 
rules
http://www.arl.wustl.edu/~hs1/PClassEval.html 

Test-bed
Memory access, usage, and preprocessing time: 2.0GHz 
dual-core with 4GB DDRII memory runing Ubuntu 8.04LTS 
Throughput: Cavium OCTEON 3860 multi-core processor 
runing in “Simple Executive” mode
SmartBit packet generator



Cavium OCTEON 3860



Memory Access

HyperSplit-1 vs. HSM
20~50% less access

HyperSplit-1 vs. HiCuts-1
50~80% less access

HyperSplit-8 vs. HiCuts-8
10~30% less access



Memory Usage

HyperSplit-1 vs. HSM
1~2 orders less memory; 
HSM fails for fw1-5k, fw1-10k and ipc1-10k (due to 4GB+ memory usage)

HyperSplit-1 vs. HiCuts-1
1~2 orders less memory; 
HiCuts-1 fails for fw1-5k, fw1-10k and ipc1-10k (due to 4GB+ memory usage)

HyperSplit-8 vs. HiCuts-8
1~2 orders less memory; successful for all rule-sets.



Preprocessing Time

Pre-processing: Intel Core2 duo 2.0GHz, 4G DDRII, Ubuntu8.04 LTS
HyperSplit-1 vs. HSM

1~4 orders less time 
HSM fails for fw1-5k, fw1-10k and ipc1-10k (e.g. 24 hours for fw1-10k, and failed)

HyperSplit-1 vs. HiCuts-1
1~2 orders less time
HiCuts-1 fails for fw1-5k, fw1-10k and ipc1-10k (e.g. 4 hours for fw1-10k, and failed)

HyperSplit-8 vs. HiCuts-8
About 1 order less time

演示者
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fw1-10k: 
HyperSplit-1: 15min, 800MB
HyperSplit-8: 2min, 
HSM: 24hours+ and more than 4G
HiCuts-1: 3hours+, more than 4G
HiCuts-8: 18min, 2GB




Throughput

64B packet-size test with different # of cores:
HyperSplit: 6.4/4.2Gbps with 16 cores; HSM: 2.4Gbps; HiCuts: 1.1/3.2Gbps

Variable packet-size test with 16 cores:
HyperSplit: 8Gbps with 128B+ packets; HSM: 256B+; HiCuts: 1024B+/256B+
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Conclusion and Discussion

Conclusion
Theoretically: Explicit worst-case search time 
O(logN)
Practically: 6.4Gbps on OCTEON3860, apply 
to all data sets @WUSTL

Discussion
Adaptive to different memory hierarchy rather 
than the L2-DRAM coherent memory system?
Policy-based switching rather than routing?
Application identification rather than flow 
classification?

演示者
演示文稿备注
讨论1：新算法要能自适应于未来的内存和处理器结构，不同处理器的cache和memory访问大不一样，需要针对性设计才能有好性能。
讨论2：如果计算足够快，可以使更底层的设备支持policy，获取更灵活的网络处理，e.g. pswitch。
讨论3：算法是否可以用作深度检测，因为从空间上来看，字符串匹配和正则匹配都可以归为空间分解问题。
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