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Abstract—Recommender systems have become an important 
research area both in industry and academia over the last 
decade. Memory-based collaborative filtering methods include 
user-based and item-based methods have been explored in
many product domains for their simplicity. Memory-based 
collaborative filtering methods compute the average ratings 
between similar users or items to predict unrated entries. As a 
consequence, it is difficult to find similar users or items when 
the rating data is sparse. The recommendation quality can be 
poor. This paper proposed an efficient Rating-Based 
Recommender Algorithm named RBRA. With a new model 
based on user behavior and item features, RBRA can achieve 
results that are more accurate even when the rating data is 
sparse. In the prediction phase, RBRA takes an adaptively 
weighted prediction, which utilizes both ratings of the same 
item by different users and different items by the same user. 
The final ratings are evaluated from two sources, user-based 
and item-based approaches. Experimental results show that 
RBRA achieves 400% faster recommendation speed with 
better accuracy. 

Keywords-Recommender Systems, Collaborative Filtering, 
Similarity Model 

1. INTRODUCTION

The pervasive of Web brings an explosive increase of 
accessible information. It is no doubt that the Web is now so 
rich that we are overwhelmed by the number of books, 
movies, goods and restaurants. Recommender systems help 
users deal with information overload and provide 
personalized recommendations, content, and services to them. 
Since the publication of the first paper on collaborative 
filtering, recommender systems have become an important 
research area in both industry and academia. 

Collaborative filtering is one of the most promising 
technologies and has been successful in many e-commerce 
sites by helping users to find their interests. Collaborative 
filtering aims at predicting the user interest for a target item
based on a database of preferences for items by users. 
Commonly, these preferences either collect from asking 
users explicitly (e.g. a questionnaire) or trace analysis of the 
session logs of users. Memory-based and model-based are 
two most popular approaches to collaborative filtering. 
Moreover, memory-based, a widely used approach in 
practice [1, 2], can be divided into user-based approach [1, 3, 
4, 5] and item-based approach [6, 7].

Given an unrated entry of a test (or target) item by a test 
(or target) user to be evaluated, memory-based collaborative 
filtering tries to find other users similar to target user (user-
based), or, other items similar to target item (item-based). 
Then, the unknown rating is predicted by weighting the 
known ratings of the target item by similar users, or, the 
known ratings of similar items by the target user. It is based 
on this assumption that the similar users have the same 
interests and the target user will like the items which he/she 
has selected before. 

In memory-based collaborative filtering, both user-based 
and item-based approaches employ only partial information 
from the user-item matrix to predict unrated entries, using 
either correlation between user data or correlation between 
item data. Memory-based collaborative filtering cannot make 
good prediction when the data present few co-rated entries 
between users or items due to the sparsity of data. Therefore, 
it is meaningful to fuse the ratings from both similar users 
and similar items to eliminate the dependency on sparse data. 
Moreover, the similarity is calculated by only co-rated 
entries, while the deep relationship between ratings isn’t 
taken into account. 

In this paper, we propose a simple and efficient Rating-
Based Recommender Algorithm, RBRA. In RBRA, we 
define a new model for the computation of similarity, which 
is based on the statistical characteristics extracted from the 
ratings related to the target user or target item. Then the 
similarity is obtained by comparing corresponding model. 
The experimental results indicate that this model can better 
represent users’ behavior and items’ features even when the 
data is sparse. The final prediction is a weighted combination 
between individual rating predicted by user-based approach 
and individual rating predicted by item-based approach. The 
weight is adjusted according to the entropy available.
Experiments show that RBRA can generate more accurate 
recommendations with less recommendation time. 

2. RELATED WORK 
Collaborative filtering approaches, as the most successful 

recommender system, have been explored in many product 
domains, e.g., movies [21, 22], TVs [23, 25], Web pages 
[24]. In this section, we briefly introduce some research 
literatures related to collaborative filtering. 

Collaborative filtering approaches can be divided into 
memory-based and model-based approaches. Memory-based 
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approach stores all ratings into memory as a user-item rating 
matrix, and the ratings either collect from asking users 
explicitly or record log-archives. In the phase of prediction, 
the similarity between all pairs of users or items will be 
calculated and stored. Recommendations to the target user 
are then generated based on the similarity matrix. Some 
examples about memory-based collaborative filtering include 
both user-based methods [1, 3, 4, 5], and item-based methods 
[6, 7]. Because memory-based approaches are easier to be 
implemented than model-based approaches, so they are more 
useful in practice. The shortcoming of memory-based 
approach is the data sparsity problem. In order to address 
data sparsity, [8, 9, 10] have introduced dimensionality 
reduction technologies. However, some important 
information may be discarded, as mentioned in [11, 12], 
during this reduction. 

In the model-based approach, a model would be trained 
to predict the ratings for items that a target user has not rated 
before. Such research literatures include aspect model [13,
14], decision tree [3], and latent factor models [15]. These 
models can solve the data sparsity problem to a certain extent.
However, it is difficult to determine the correct parameters 
which prevented their usage in practice. 

Recently, hybrid approaches by fusing memory-based 
and model-based methods have been proposed [12, 16, 17,
18, 19], to combine the best of the two worlds. However, this 
unquestionably increases the complexity of recommender 
algorithm. In [20], Hu and Pu integrated personality 
characteristic information into recommendation technologies, 
which can improve the accuracy and effectiveness to a 
certain extent. However, the difficulty lies in finding a good 
abstraction to users’ behavior and items’ features.

In this paper, we define a new model to accurately 
represent the users or items, with no need of abstraction of 
user profile (e.g., gender, age, occupation and education) or 
item feature (e.g., movie title, release date, actor and movie 
genres). In the prediction phase, we adaptively weighted the 
ratings from user-based approach and item-based approach. 

3. MEMORY-BASED COLLABORATIVE FILTERING

Memory-based collaborative filtering is to estimate 
ratings for the items that have not been rated by a user. 
Intuitively, this estimation is based on the ratings given by 
this user to other items or ratings given by other users to this 
item, which produce two recommender approaches called 
item-based and user-based approaches, respectively. Once 
we can predict the unrated items, the item(s) with the 
highest predicted rating(s) will be recommended to the 
target user.  

Commonly, the rating-based recommendation problem 
can be formulated as follows: Let n be the number of users, 
m be the number of items. mn� user-item rating matrix 
represents all the users’ and items’ preference, where the 
(i,j)-th entry of this matrix stands for the i-th user rating for 
the j-th item. Would the i-th user have not rated the j-th item 
yet, the null value is affected to the (i,j)-th entry. Then the 
recommendation problem is reduced to predict the unrated 

entries. The most common method is to find the nearest 
neighbors who have the same preference or find a set of 
items which similar to the items this user previously rated. 
The accuracy primarily relies on the computation of
similarity between each pair of users or items. 

3.1 Similarity Measure 
Various methods have been used to compute the 

similarity ),( jisim  between two objects (users or items) in 
recommender systems. Most of these methods are based on 
the ratings of items that both users have rated (user-based) or 
the ratings of two items that were rated by the same users 
(item-based). The two most popular methods are cosine-
based and correlation-based. To define them, let Sij be the set 
of all items rated by both users i and j or the set of all users 
who have rated both items i and j. The co-rated entries 
related to object i or j construct a d-dimensional vector. The 
similarity is measured by computing the cosine of the angle 
between the vectors. The bigger the value is, the more 
similar the two objects are: 
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Where “ � ” denotes the dot-product of the two vectors, and 
“ ” denotes the vector module. In item-based case, is, js is 
the rating of user s on item i, item j, respectively. In user-
based case, is, js is the rating of user i, user j on the same item 
s, respectively. 

In the correlation-based method, the Pearson correlation 
coefficient is used to measure the similarity, which is 
formulated as follows: 
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Here i , j are the average of the item (or user) i’s, item (or 
user) j’s rating. 

Since the similarity between two objects is based on the 
co-rated entries, it is observed that these two similarity 
measures will not work well when the dataset is sparse with 
less intersection. 

3.2 Rating Prediction 
Prediction computation is the most important step in the 

user-based or item-based filtering system. After computing 
the similarities between all pairs of users or items, the kNN-
based method is usually implemented to generate predictions. 
Weighted sum is the widely used to compute the prediction 

iuUr ,  (user-based) or iuIr ,  (item-based) on an item i for a user 
u by computing the sum of the ratings given by the users 
similar to u on item i or by the items similar to i that rated by 
the same user u. Each rating is weighted by the 
corresponding similarity ),( vusim (or ),( jisim ) value 
between user u and user v (or item i and item j). Intuitively, 
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ratings with high similarity will contribute more to the 
prediction. Prediction denoted by iuUr ,  or iuIr ,  can be 
computed by: 
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Where )(uS  ( )(iS ) is the set of users (items) similar to user 
u (item i).

4. RBRA 
In section 3, we have presented user-based and item-

based methods in detail. It can be noticed that this two 
recommendation methods have several shortcomings.  

Item-based recommender systems cannot suggest items 
that the user didn’t like before since it is based on the similar 
items that the user has rated before. In other words, the 
systems cannot work well when user’s preference changes 
frequently. Another limitation is the new user problem: a 
user has to rate sufficient number of items so that the 
systems can understand user’s preference to find similar 
items. Therefore, a new user with few ratings would not be 
able to get accurate recommendations.  

In user-based case, the systems’ recommendation is 
based on the set of users who have similar interest. It is 
based on this assumption that the users with similar interest 
will like the same items. Intuitively, it does not have some of 
the shortcomings that item-based systems have. However, 
user-based systems still suffers from the new user problem 
and new item problem. A new user cannot easily find the 
similar users and a new item with no ratings by any users 
will not be recommended.  

All these problems mentioned above can be reduced to 
data sparsity. One effective way to overcome this problem is 
to use user profile information (e.g., gender, age, occupation, 
education) and item features (e.g., movie title, release date, 
actor, movie genres) when computing user (or item) 
similarity. However, these techniques are limited by the 
features that are explicitly associated with the objects.  

In this paper, we implement our approach on MovieLens 
dataset, which is presented at section 5.3. Here, we propose a 
simple but efficient recommender algorithm, RBRA, which 
uses our new similarity computation model. The model 
focuses on how to make the most of the user-item rating 
matrix, and extract the valuable information so that accurate 
recommendations can be made even when the data is sparse. 
In the prediction phase, weighted combining user-based and 
item-based methods are used, which can eliminate certain 
limitation of user-based and item-based methods. 

4.1 RBRA Similarity Computation Model 
In section 3.1, we introduce two most popularly used 

similarity measure approaches. Cosine-based and 
correlation-based methods both need to find the co-rated 
entries, )(uS or )(iS , and the associated ratings vector 
stands for each feature. In this case, it suffers from high 
preprocessing time and data sparsity problems, since it is 
time consuming to find the co-rated entries and it can’t
compute similarity or provides results with low accuracy 
when no or few co-rated entries.  

In RBRA, a new similarity computation model is 
presented, which considers the statistical characteristics of 
user or item rating vector. The experimental results indicate 
that RBRA not only overcomes the data sparsity problem, 
but it can also represent the user or item better. Here, we 
adopt three statistical values: mean, variance, and range.

In user-based systems, mean is the average of all ratings 
the user rated, which represents user’s preference of average 
rating. Variance represents the stability of users’ ratings.
Finally, range is the area that the user usually rate. These 
three values not only can stand for user’s profiles, but also 
can eliminate different conceptions between different users. 

In item-based systems, mean represents the average 
rating of the item. Variance indicates the difference among 
all the users’ ratings on the item. Furthermore, range is the 
area of ratings that the item has obtained. Similarly, these 
three attributes can describe the item’s feature better. 

Mean, variance, and range are formulated as follows: 
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Therefore, in RBRA, we use vector 
 �uuu RSr ,,  to denote 
the rating characteristics of user (or item) u. Then, we adopt 
cosine-based similarity computation to calculate the 
similarity between every pairs of users or items. 

4.2 RBRA Rating Prediction 
In RBRA, in the phase of prediction, user-based and 

item-based methods are implemented separately and their 
results are combined together through weighted sum. This 
can be defined as: 

iuiuiu IrUrr ,,,ˆ �	�� �
            (8) 
Where 
� ��1 , and 
  denotes the density of effective 
ratings during the computation for user-based approach.  

In the experiments, the initial values are set to be
5.0�� �
 . Before predicting the unrated entries, the dens- 

Table 1 
Dataset Size Rating Sparsity Rating Distribution

users items ratings sparsity 
level

ratings 
per user

ratings 
per item

ratings of 
value 1

ratings of 
value 2

ratings of 
value 3

ratings of 
value 4

ratings of 
value 5

943 1682 100,000 93.695% 106 59 6100 11370 27145 34174 21201
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ity of effective ratings of user-based and item-based methods 
are compared during the computations. Because having more 
information would generally lead to higher accuracy so the 
predicted rating with greater entropy should be given higher 
weight and the other part with lower weight accordingly. The 
results of the experiments indicate that this adaptively 
adjusting weight is accurate and efficient. The entropy can be 
calculated by: 

kn
num

I k i

*
��             (9) 

In user-based case, k is the number of users similar to the 
target user, numi denotes the number of rating entries by i-th 
similar user, and n is the total number of items. In item-based 
case, k is the number of items similar to the target item, numi
denotes the number of rating entries associated with i-th 
similar item, and n is the total number of users. Then, 
 can 
be determined by: 

stepII baseditembaseduser ��	� �� )sgn(5.0
         (10) 
Where )sgn(� is the sign function, and baseduserI � ,

baseditemI �  denote the average amount of information of user-
based approach and item-based approach used during the 
prediction, respectively. 

5. EXPERIMENT ANALYSIS

In this section, the experiment design, the evaluation 
metrics and the data set used are described to verify the 
accuracy and efficiency of RBRA. Then, the experimental 
results will be given. 

5.1 Experiment Design 
For testing the accuracy of RBRA, we constructed our 

experiments to compare the predictive accuracy with user-
based and item-based approaches, respectively, on a sparse 
dataset. The corresponding preprocessing time and 
predicting time which represent their respective efficiency 
are also compared. We split the dataset into a training set and 
a test set. We randomly select 80% of the data for training 
and use the remaining 20% of the data for testing which is 
generally adopted in most of literatures. 

5.2 Evaluation Metrics 
We utilize Root Mean Square Error (RMSE) in our 

evaluation, which is frequently used for measuring the 
differences between predicted ratings and the users’ real 
ratings. So it represents the average error rate. The RMSE is 
the broadly adopted predictive accuracy metric in 
information retrieval and recommender community. RMSE 
is formulated as: 

)(
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TESTsize
rateprate

RMSE
TESTsize
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Where pratei denotes the predicted rating, ratei is the 
corresponding real rating. And size(TEST) is the number of 
tested entries. 

5.3 Dataset 
In our experiments, we only utilize the user-item rating 

matrix. The redundant information (e.g., users’ personality, 
items’ features) is not considered. Currently, most available 
test datasets for example, MovieLens1, can satisfy our needs. 
Therefore, we evaluated our algorithm on the “MovieLens 
100k” dataset, which consists of 100,000 ratings of 943 users 
on 1682 movies, and each user has rated at least 20 movies. 
Every rating is a positive integer on a 5-star scale. We have 
divided this data into training and test sets by a random 
80%/20% split. Table 1 shows the statistical characteristics 
of the dataset. The sparsity level of the dataset is computed 
as [26]: 

entriestotal
entriesratinglevelsparsity

#
#1��        (12) 

5.4 Experiment Results 
In this section, we present the RBRA experimental 

results for generating prediction. The results can be divided 
into four parts: the comparison of our similarity computation 
model (section 4.1) with cosine-based method, correlation-
based method, respectively, implemented by user-based and 
item-based approaches; the effect of neighbor size; the 
selection of the adaptive step in RBRA; and the comparison 
of preprocessing time. In all of the experiments, the 
“MovieLens 100k” dataset is used. 

5.4.1Effect of Similarity Methods 
We tested three different similarity methods: correlation-

based, cosine-based and model-based (our new similarity 
computation model). We implemented the three similarity 
computation methods to find k nearest neighborhoods and 
weighted the ratings by the corresponding similarity to 
generate the prediction. Here, we set k as 400, since 400 
neighborhoods are enough to obtain good performance,
experimentally. Then, the test set was adopted to compute 
Root Mean Square Error (RMSE). The results are illustrated 
in Fig. 1. It is observed from the results that our new 
similarity computation model can obtain better performance 
than cosine-based and correlation-based methods in both 
item-based and user-based approaches, which indicates that 
the new model can better represent user behavior and item 
characteristics.

5.4.2Sensitivity of Neighborhood Size 
Since the neighborhood size has a significant effect on 

the quality of prediction [1], to figure out the relationship 
between the quality of prediction and neighborhood size, we 
ran an experiment to evaluate RMSE where the number of 
neighborhood size varied. Fig. 2(a) and Fig. 2(b) have shown 
the results of user-based and item-based approaches with 
different similarity computation models respectively. It was 
observed that the bigger the neighborhood size is, the more 
accurate the prediction is, both in user-based and item-based 
approaches to a certain extent. When the k is bigger than 
certain value, sufficient good prediction can be generated. F- 

                                                          
1 http://www.grouplens.org/ 
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Figure 1: Effect of the similarity computation measure 

urthermore, the two approaches (user-based and item-based) 
with our new similarity computation model have obtained 
better performance even when the number of neighborhood 
size is small. 

5.4.3Comparison between Static and Adaptive Weight in 
RBRA

In this experiment, we fixed k_user and k_item as 400 to 
generate the predictions by user-based and item-based 
methods separately. Then, we combined the two predictions 
by static weight, which was called Hybrid. In Hybrid, the 
similarity is calculated by cosine-based method. We varied 
the static weight from 0 to 1 with the step 0.04. The result is 

Figure 2(a): Effect of neighborhood size for user-based approach 

Figure 2(b): Effect of neighborhood size for item-based approach 

shown in Fig. 3(a). We can observe that the Hybrid 
algorithm can obtain best performance when the weight of 
user-based approach is 0.5 and the value of RMSE is 
1.00779. Moreover, in RBRA, we initiated the weight of 
user-based and item-based methods by equal (0.5). Then, we 
increased or decreased the weight by the average amount of 
information (section 4.2) used with a static step, vary from 0 
to 0.2, the final results are shown in Fig. 3(b). It is observed 
that RBRA produces lower prediction error than Hybrid 
algorithms which combine user-based and item-based 
methods with static weight and without using our new 
similarity model, since the maximum value of RMSE in 
RBRA is 0.996562. Furthermore, we can also observe that 
when adaptive adjusting weight is equal to 0.1, the predicted 
error minimized, which reduces the error by 8% compared to 
Hybrid algorithms. 

5.4.4Efficiency of RBRA 
The efficiency of recommender algorithms is a 

significant guideline to evaluate its performance. In our 
experiments, RBRA has a lower prediction time than user-
based and item-based approaches. Since the similarity 
computation is based on our new similarity model, it does 
not require the co-rated entries between all pairs of users or 
items. Experimentally, RBRA can generate better prediction 
in 8 seconds, while the prediction time of user-based and 
item-based approaches are far more than 40 seconds in the 
same executive environment. RBRA achieves 400% faster 
speed. 

Figure 3(a): The variety of the static weight of user-based approach in 
hybrid algorithm with cosine-based similarity computation 

Figure 3(b): The variety of the step in RBRA 
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5.5 Performance Analysis 
Our experiments showed that the using of new similarity 

model can obtain more accurate results even when the 
neighborhood size is small. However, as the neighborhood 
size is larger than certain value, the other two similarity 
computation methods can also get enough information to 
provide a good prediction. We should point out that our new 
similarity model can not only generate more accurate 
prediction, but also obtain more efficient in prediction time. 
Moreover, our new similarity model and adaptive weight in 
RBRA helps it perform better than other hybrid algorithms 
with static weight. 

6. CONCLUSION AND FUTURE WORK

In this paper, we proposed a simple and efficient rating-
based recommender algorithm, RBRA. It uses a hybrid 
approach by weighted combining user-based and item-based 
methods with our new similarity computation model.
Experimentally, the recommendation quality in terms of 
RMSE and the comparison of the preprocessing time show 
that RBRA generates more accurate recommendations with 
less prediction error and lower preprocessing time than 
traditional pure user-based and item-based methods. The 
extraction of statistical information and adaptive selection of 
weight make RBRA an efficient algorithm for rating-based 
recommender systems. 

However, user profile and item features are not 
considered, because it is difficult to describe and abstract, 
although it contains useful information. This would be taken 
into account as a future work. Additionally, more 
information can still be extracted from the user-item rating 
matrix so that it can better represent user behavior and item 
characteristics. 
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